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Dependency Graph Parsing… 
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… as Sequence Labeling (SL). 

MOTIVATION

• Multiple roots and heads per node.
• Optionally non-connected.
• Cycles are allowed.

• Dozat & Manning (2018): ~ 90 UF
• Ji et al. (2019): ~95 UF

Ours!

UNBOUNDED ENCODINGS

BOUNDED ENCODINGS

1. Define the encoding and decoding functions.
2. Then tackle as a classical tagging task.

Positional Encodings
• Absolute: Sorted sequence of head positions.
• Relative: Sorted sequence of head relative positions. 

ℓ1 ℓ2 ℓ3 ℓ4 ℓ5

Absolute: (,) (1) (4) (2,5) (2)

Relative: (,) (-1) (1) (-2, 1) (-3)

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5

<  :   There is a head at the right.
/   :  There is a dependent at the right.
\   :  There is a dependent at the left.
>   :  There is a head is at the left.

𝒌-planar Bracketing Encoding

• Distribute the arcs in planes (subsets of non-crossing arcs)
• Add symbol *  for brackets corresponding to other planes.
• Second plane: <*/*\*>*.

Adapted from Strzyz et al. (2019)

Fast and simple decoding (easy to parallelize). 
• Two stacks (L and R) per plane.
• L for left arcs (<\) and R right arcs (/>).
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ℓ2 = \>/

1 in L matches with \ so a 
left arc is created w1 ← 𝑤2

After decoding ℓ1…

0 in R matches with > so a 
right arc 𝑤0 → 𝑤2 is created

Adapted from Gómez Rodríguez et al. (2023)

4𝒌-bit Encoding
1. Distribute the arcs in relaxed 1-planar trees.
2. Encode each label ℓ𝑖  with 4 bits: b0b1b2b3.

b0
0 𝑤𝑖  has a right head.

1 𝑤𝑖  has a left head.

b1 𝑤𝑖  is the outermost dependent.

b2 𝑤𝑖  has left dependents.

b3 𝑤𝑖  has right dependents.

Relaxed 1-planar: 
• No crossing arcs in the same direction.
Tree: Only one head per node.

… but there are nodes with no head  → create artificial arcs.

𝟔𝒌-bit Encoding
1. Distribute the arcs in relaxed 1-planar graphs.
2. For each node limit one head per direction.
3. Encode each label ℓ𝑖  with 6 bits: b0b1b2b3b4b5.

b0 𝑤𝑖  has a left head.

b1 𝑤𝑖  is the outermost right dependent.

b2 𝑤𝑖  has right dependents.

b3 𝑤𝑖  has a right head.

b4 𝑤𝑖  is the outermost left dependent.

b5 𝑤𝑖  has a left dependents.
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SemEval 2015 Task 18 and IWPT-2021 Shared Task.

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0

</*/* \>/ ></ >*/ >>/>* \>

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0 !

!

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0

1101 1101 1101 1101 1101 1100

1101 1000 0100 1001 1101 1110

0100 1111 1101 1000 1101 1100

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0

𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6𝑤0

!

!

P1 000110 001001 111110 000000 111000 110001

P2 001000 000000 000000 100000 110000 000000

P3 000000 000000 000000 001000 110000 000000• Analogous to bracketing-encoding.
• Store 𝑖 and b1 to pop the stack.
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R

11

After decoding ℓ1…

ℓ2 = 1111

11 in L matches with b2=1 so 
a left arc is created w1 ← 𝑤2 
and 𝑤1 is the outermost, so 11 
is removed from L.

0 in R matches b0=1 so a 
right arc 𝑤0 → 𝑤2 is created

0

0
0 is removed from R since b1=1

Dozat  Manning, 2018

• BiLSTMs, XLM-RoBERTa, XLNet and FFNℓ + FFN𝑟.
• Biaffine (Dozat & Manning, 2018).
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